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1.3 Overview of data collection principles

How do researchers collect data? Why are the results of some studies more reliable

than others? The way a researcher collects data depends upon the research goals.

In this section, we look at different methods of collecting data and consider the types

of conclusions that can be drawn from those methods.

Learning objectives

1. Distinguish between the population and a sample and between the parameter

and a statistic.

2. Know when to summarize a data set using a mean versus a proportion.

3. Understand why anecdotal evidence is unreliable.

4. Identify the four main types of data collection: census, sample survey, experi-

ment, and observation study.

5. Classify a study as observational or experimental, and determine when a study’s

results can be generalized to the population and when a causal relationship can

be drawn.

1.3.1 Populations and samples

Consider the following three research questions:

1. What is the average mercury content in swordfish in the Atlantic Ocean?

2. Over the last 5 years, what is the average time to complete a degree for Duke undergrads?

3. Does a new drug reduce the number of deaths in patients with severe heart disease?

Each research question refers to a target population. In the first question, the target population is
all swordfish in the Atlantic ocean, and each fish represents a case. Often times, it is too expensive
to collect data for every case in a population. Instead, a sample is taken. A sample represents
a subset of the cases and is often a small fraction of the population. For instance, 60 swordfish
(or some other number) in the population might be selected, and this sample data may be used to
provide an estimate of the population average and answer the research question.

GUIDED PRACTICE 1.9

For the second and third questions above, identify the target population and what represents an
individual case.20

20(2) Notice that this question is only relevant to students who complete their degree; the average cannot be
computed using a student who never finished her degree. Thus, only Duke undergrads who have graduated in the last
five years are part of the population of interest. Each such student would represent an individual case. (3) A person
with severe heart disease represents a case. The population includes all people with severe heart disease.
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We collect a sample of data to better understand the characteristics of a population. A variable
is a characteristic we measure for each individual or case. The overall quantity of interest may be
the mean, median, proportion, or some other summary of a population. These population values
are called parameters. We estimate the value of a parameter by taking a sample and computing
a numerical summary called a statistic based on that sample. Note that the two p’s (population,
parameter) go together and the two s’s (sample, statistic) go together.

EXAMPLE 1.10

Earlier we asked the question: what is the average mercury content in swordfish in the Atlantic
Ocean? Identify the variable to be measured and the parameter and statistic of interest.

The variable is the level of mercury content in swordfish in the Atlantic Ocean. It will be measured for
each individual swordfish. The parameter of interest is the average mercury content in all swordfish
in the Atlantic Ocean. If we take a sample of 50 swordfish from the Atlantic Ocean, the average
mercury content among just those 50 swordfish will be the statistic.

Two statistics we will study are the mean (also called the average) and proportion. When we
are discussing a population, we label the mean as µ (the Greek letter, mu), while we label the sample
mean as x̄ (read as x-bar). When we are discussing a proportion in the context of a population,
we use the label p, while the sample proportion has a label of p̂ (read as p-hat). Generally, we use
x̄ to estimate the population mean, µ. Likewise, we use the sample proportion p̂ to estimate the
population proportion, p.

EXAMPLE 1.11

Is µ a parameter or statistic? What about p̂?

µ is a parameter because it refers to the average of the entire population. p̂ is a statistic because it
is calculated from a sample.

EXAMPLE 1.12

For the second question regarding time to complete a degree for a Duke undergraduate, is the variable
numerical or categorical? What is the parameter of interest?

The characteristic that we record on each individual is the number of years until graduation, which
is a numerical variable. The parameter of interest is the average time to degree for all Duke under-
graduates, and we use µ to describe this quantity.

GUIDED PRACTICE 1.13

The third question asked whether a new drug reduces deaths in patients with severe heart disease.
Is the variable numerical or categorical? Describe the statistic that should be calculated in this
study.21

If these topics are still a bit unclear, don’t worry. We’ll cover them in greater detail in the next
chapter.

21The variable is whether or not a patient with severe heart disease dies within the time frame of the study. This
is categorical because it will be a yes or a no. The statistic that should be recorded is the proportion of patients that
die within the time frame of the study, and we would use p̂ to denote this quantity.
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Figure 1.10: In February 2010, some media
pundits cited one large snow storm as valid
evidence against global warming. As comedian
Jon Stewart pointed out, “It’s one storm, in
one region, of one country.”
—————————–
February 10th, 2010.

1.3.2 Anecdotal evidence

Consider the following possible responses to the three research questions:

1. A man on the news got mercury poisoning from eating swordfish, so the average mercury
concentration in swordfish must be dangerously high.

2. I met two students who took more than 7 years to graduate from Duke, so it must take longer
to graduate at Duke than at many other colleges.

3. My friend’s dad had a heart attack and died after they gave him a new heart disease drug, so
the drug must not work.

Each conclusion is based on data. However, there are two problems. First, the data only represent
one or two cases. Second, and more importantly, it is unclear whether these cases are actually
representative of the population. Data collected in this haphazard fashion are called anecdotal
evidence.

ANECDOTAL EVIDENCE

Be careful of making inferences based on anecdotal evidence. Such evidence may be true and
verifiable, but it may only represent extraordinary cases. The majority of cases and the average
case may in fact be very different.

Anecdotal evidence typically is composed of unusual cases that we recall based on their striking
characteristics. For instance, we may vividly remember the time when our friend bought a lottery
ticket and won $250 but forget most the times she bought one and lost. Instead of focusing on the
most unusual cases, we should examine a representative sample of many cases.
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1.3.3 Explanatory and response variables

When we ask questions about the relationship between two variables, we sometimes also want
to determine if the change in one variable causes a change in the other. Consider the following
rephrasing of an earlier question about the county data set:

If there is an increase in the median household income in a county, does this drive an
increase in its population?

In this question, we are asking whether one variable affects another. If this is our underlying
belief, then median household income is the explanatory variable and the population change is the
response variable in the hypothesized relationship.22

EXPLANATORY AND RESPONSE VARIABLES

When we suspect one variable might causally affect another, we label the first variable the
explanatory variable and the second the response variable.

might affectexplanatory
variable

response
variable

For many pairs of variables, there is no hypothesized relationship, and these labels would not
be applied to either variable in such cases.

ASSOCIATION DOES NOT IMPLY CAUSATION

Labeling variables as explanatory and response does not guarantee the relationship between the
two is actually causal, even if there is an association identified between the two variables. We
use these labels only to keep track of which variable we suspect affects the other.

In many cases, the relationship is complex or unknown. It may be unclear whether variable A
explains variable B or whether variable B explains variable A. For example, it is now known that a
particular protein called REST is much depleted in people suffering from Alzheimer’s disease. While
this raises hopes of a possible approach for treating Alzheimer’s, it is still unknown whether the
lack of the protein causes brain deterioration, whether brain deterioration causes depletion in the
REST protein, or whether some third variable causes both brain deterioration and REST depletion.
That is, we do not know if the lack of the protein is an explanatory variable or a response variable.
Perhaps it is both.23

22Sometimes the explanatory variable is called the independent variable and the response variable is called the
dependent variable. However, this becomes confusing since a pair of variables might be independent or dependent,
so we avoid this language.

23nytimes.com/2014/03/20/health/fetal-gene-may-protect-brain-from-alzheimers-study-finds.html

http://www.openintro.org/redirect.php?go=textbook-nytimes_gene_alzheimers_study&referrer=ahss2_pdf
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1.3.4 Observational studies versus experiments

There are two primary types of data collection: observational studies and experiments.
Researchers perform an observational study when they collect data without interfering with

how the data arise. For instance, researchers may collect information via surveys, review medical or
company records, or follow a cohort of many similar individuals to study why certain diseases might
develop. In each of these situations, researchers merely observe or take measurements of things that
arise naturally.

When researchers want to investigate the possibility of a causal connection, they conduct an
experiment. For all experiments, the researchers must impose a treatment. For most studies there
will be both an explanatory and a response variable. For instance, we may suspect administering
a drug will reduce mortality in heart attack patients over the following year. To check if there
really is a causal connection between the explanatory variable and the response, researchers will
collect a sample of individuals and split them into groups. The individuals in each group are
assigned a treatment. When individuals are randomly assigned to a group, the experiment is called
a randomized experiment. For example, each heart attack patient in the drug trial could be
randomly assigned into one of two groups: the first group receives a placebo (fake treatment) and
the second group receives the drug. See the case study in Section 1.1 for another example of an
experiment, though that study did not employ a placebo.

EXAMPLE 1.14

Suppose that a researcher is interested in the average tip customers at a particular restaurant give.
Should she carry out an observational study or an experiment?

In addressing this question, we ask, “Will the researcher be imposing any treatment?” Because
there is no treatment or interference that would be applicable here, it will be an observational study.
Additionally, one consideration the researcher should be aware of is that, if customers know their
tips are being recorded, it could change their behavior, making the results of the study inaccurate.

ASSOCIATION 6= CAUSATION

In general, association does not imply causation, and causation can only be inferred from a
randomized experiment.
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Section summary

• The population is the entire group that the researchers are interested in. Because it is
usually too costly to gather the data for the entire population, researchers will collect data
from a sample, representing a subset of the population.

• A parameter is a true quantity for the entire population, while a statistic is what is calcu-
lated from the sample. A parameter is about a population and a statistic is about a sample.
Remember: p goes with p and s goes with s.

• Two common summary quantities are mean (for numerical variables) and proportion (for
categorical variables).

• Finding a good estimate for a population parameter requires a random sample; do not gener-
alize from anecdotal evidence.

• There are two primary types of data collection: observational studies and experiments. In
an experiment, researchers impose a treatment to look for a causal relationship between
the treatment and the response. In an observational study, researchers simply collect data
without imposing any treatment.

• Remember: Correlation is not causation! In other words, an association between two variables
does not imply that one causes the other. Proving a causal relationship requires a well-designed
experiment.
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Exercises

1.13 Air pollution and birth outcomes, scope of inference. Exercise 1.3 introduces a study where
researchers collected data to examine the relationship between air pollutants and preterm births in Southern
California. During the study air pollution levels were measured by air quality monitoring stations. Length of
gestation data were collected on 143,196 births between the years 1989 and 1993, and air pollution exposure
during gestation was calculated for each birth.

(a) Identify the population of interest and the sample in this study.

(b) Comment on whether or not the results of the study can be generalized to the population, and if the
findings of the study can be used to establish causal relationships.

1.14 Cheaters, scope of inference. Exercise 1.5 introduces a study where researchers studying the rela-
tionship between honesty, age, and self-control conducted an experiment on 160 children between the ages
of 5 and 15. The researchers asked each child to toss a fair coin in private and to record the outcome (white
or black) on a paper sheet, and said they would only reward children who report white. Half the students
were explicitly told not to cheat and the others were not given any explicit instructions. Differences were
observed in the cheating rates in the instruction and no instruction groups, as well as some differences across
children’s characteristics within each group.

(a) Identify the population of interest and the sample in this study.

(b) Comment on whether or not the results of the study can be generalized to the population, and if the
findings of the study can be used to establish causal relationships.

1.15 Buteyko method, scope of inference. Exercise 1.4 introduces a study on using the Buteyko shallow
breathing technique to reduce asthma symptoms and improve quality of life. As part of this study 600
asthma patients aged 18-69 who relied on medication for asthma treatment were recruited and randomly
assigned to two groups: one practiced the Buteyko method and the other did not. Those in the Buteyko
group experienced, on average, a significant reduction in asthma symptoms and an improvement in quality
of life.

(a) Identify the population of interest and the sample in this study.

(b) Comment on whether or not the results of the study can be generalized to the population, and if the
findings of the study can be used to establish causal relationships.

1.16 Stealers, scope of inference. Exercise 1.6 introduces a study on the relationship between socio-
economic class and unethical behavior. As part of this study 129 University of California Berkeley under-
graduates were asked to identify themselves as having low or high social-class by comparing themselves to
others with the most (least) money, most (least) education, and most (least) respected jobs. They were also
presented with a jar of individually wrapped candies and informed that the candies were for children in a
nearby laboratory, but that they could take some if they wanted. After completing some unrelated tasks,
participants reported the number of candies they had taken. It was found that those who were identified as
upper-class took more candy than others.

(a) Identify the population of interest and the sample in this study.

(b) Comment on whether or not the results of the study can be generalized to the population, and if the
findings of the study can be used to establish causal relationships.

1.17 Relaxing after work. The General Social Survey asked the question, “After an average work day,
about how many hours do you have to relax or pursue activities that you enjoy?” to a random sample of 1,155
Americans. The average relaxing time was found to be 1.65 hours. Determine which of the following is an
observation, a variable, a sample statistic (value calculated based on the observed sample), or a population
parameter.

(a) An American in the sample.

(b) Number of hours spent relaxing after an average work day.

(c) 1.65.

(d) Average number of hours all Americans spend relaxing after an average work day.
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1.18 Cats on YouTube. Suppose you want to estimate the percentage of videos on YouTube that are cat
videos. It is impossible for you to watch all videos on YouTube so you use a random video picker to select
1000 videos for you. You find that 2% of these videos are cat videos.Determine which of the following is an
observation, a variable, a sample statistic (value calculated based on the observed sample), or a population
parameter.

(a) Percentage of all videos on YouTube that are cat videos.

(b) 2%.

(c) A video in your sample.

(d) Whether or not a video is a cat video.


